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AN AUTOMATIC ADAPTIVE IMPORTANCE SAMPLING
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Abstract. In this article, we propose an adaptive importance sampling scheme for dynamical
quantities of complex systems, which are metastable. The main idea of this article is to combine
metadynamics, an algorithm from molecular dynamics simulation, with Girsanov’s theorem, a result
from stochastic analysis. With an assimilated version of the metadynamics algorithm we build a bias
to reduce the metastability in the dynamical system. To correct the sampling of the modified system
we apply a reweighting strategy based on Girsanov’s theorem. The proposed algorithm has two
advantages compared to a standard estimator of dynamic quantities: first, it is possible to produce
estimators with a lower variance, and second, we speed up the generation of a typical sample.
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1. Introduction and motivation. In molecular dynamics (MD) simulation,
dynamical quantities like exit times or transition probabilities play an important role.
These quantities of interest can be used to characterize the stability of a certain con-
formation, which is of importance in, for instance, computational drug design [38].
Often these observables are estimated by averaging over long-term trajectories of
some continuous space-time model, which describes the molecular movement, e.g.,
an overdamped Langevin equation. The sampling of dynamical quantities by MD
simulations is often difficult since high barriers impact the system, and thus the sam-
pling of ergodic trajectories is very time consuming. Thus, a molecular system is
characterized by metastability, and the transitions between metastable states are rare
events. Metastability arises from the multimodality of the stationary distribution of
the dynamical system; cf. [23]. For this reason it is often modeled by a Markov jump
process, which describes the jump from one metastable state to another; cf. [24, 31].
The estimation of dynamical quantities in such systems can be performed by ensem-
ble averages. We will call these estimators Monte Carlo (MC) estimators. The MC
approach for sampling these dynamical quantities is computationally costly and is af-
fected by high variance of the estimator. This problem is known in the computational
chemistry community as “the sampling problem.”

In this article, we propose a new method to reduce the variance of dynamical
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quantities estimated by MD simulations. To achieve this, we combine two strategies:
In the first step, we use metadynamics to bias the initial potential energy function,
and in the second step, we reweight the estimator of the quantity of interest using
Girsanov’s theorem.

Several methods have been suggested in the literature in order to solve the sam-
pling problem. Many of these methods are based on ideas from importance sampling
[29] or use other enhanced sampling approaches [3]. To sample stationary distributions
or free energy profiles of dynamical systems that are characterized by metastability,
different methods like metadynamics [21], umbrella sampling [35], adaptive biasing
force [9], and Boltzmann reweighting [4] have been proposed. These methods are
not designed for the sampling of dynamical quantities, and extending them for this
purpose, therefore, is not straightforward.

The methods that have been designed for the sampling of dynamical quantities can
be divided into two classes. The first class comprises splitting methods like forward
flux sampling [2], adaptive multilevel splitting [6], or milestoning [15]. The second
class comprises reweighting methods, sometimes called biased Brownian dynamics,
like [10, 40]. Since our approach is a reweighting method we will not discuss splitting
methods but refer the reader to [1] and the references therein for a detailed discussion.

Due to the interdisciplinary character of MD, several reweighting methods mo-
tivated by physical or mathematical arguments have been proposed. For instance, a
physically motivated reweighting technique for the reconstruction of time scales has
been proposed in [34]. The authors suggest a method to correct times scales from a
metadynamics simulation. For the correction of the time scale, transition path theory
is used and the derivation is based on a heuristic argument, which requires that the
saddle point is not perturbed.

A mathematical approach to the variance reduction of MC methods was proposed
by Milstein in [27]. The author proposes to use Girsanov’s theorem and add an
additional drift to the stochastic differential equation (SDE). The existence of an
optimal drift is derived. This optimal bias satisfies a Bellman equation. The variance
of this estimator is zero. Likewise, this work shows the difficulty of constructing a
proper sampling scheme. Since the optimal bias is a solution to a nonlinear partial
differential equation (PDE), the calculation is very costly or even impossible in high
dimensions.

In general the reweighting strategy given by Girsanov’s theorem always offers
an unbiased estimator for any change of drift. Using this property one can build a
suboptimal bias with lower computational cost to achieve the variance reduction.

Motivated by the connection between optimal control and importance sampling,
different strategies for a general setting have been suggested by [11, 13, 14]. The
authors derive importance sampling schemes for different assumptions based on the
Hamilton–Jacobi–Bellman (HJB) equation (continuous version of Bellman’s equation)
in the large deviation context. These ideas have been developed for the application
in MD as well; see [37]. In their work, the authors proposed a technique based on the
solution of a deterministic control problem associated with the sampling problem.

Another strategy for situations occurring in MD simulations has been studied in
[12]. The authors develop an importance sampling scheme for applications with so-
called resting points. The numerical examples of the article show that the importance
sampling scheme achieves better results when the resting point is taken into account.
In order to build such importance sampling schemes, a lot of knowledge about the
dynamical system is necessary, but finally this results in a better variance reduction.
In [16], an optimization strategy for building the optimal bias was proposed. To derive
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the optimization problem, the solution of the HJB equation is projected to a space of
parametrized ansatz functions. Then a stochastic optimization problem needs to be
solved to find the best approximation. The main challenge in this approach is to place
the ansatz functions such that the algorithm converges quickly. In [33], the author
develops a performance measure for an importance sampler related to small noise
diffusion processes. This offers the possibility of comparing the different importance
sampling schemes analytically.

In [40], an algorithm was proposed to overcome the problem of high dimensions.
Motivated by the work of Milstein, the authors developed a variance reduction scheme
restricted to reaction coordinates. They used an artificial drift to reduce the variance.
The correction terms to reweight the results from the biased sampling, arising due to
the artificial drift, are interpreted as weights. Hence, these weights are used to control
the influence of different trajectories and are updated according to a stochastic rule,
which is essentially the same as the Girsanov weight; cf. [28]. Based on these weights,
the authors introduce a split-and-kill strategy of trajectories in order to have a proper
sampling of the state space. The bias is placed in some reaction coordinates, which
project the dynamics into some manifold of interest. In order to find the optimal bias
in these reaction coordinates, they minimize a variational Smoluchowski equation.
This expression is written in integral form and uses the stationary density distribution.
Thus, the stationary distribution needs to be known a priori or has to be sampled by
numerical simulation.

Our approach is distinguished from the above approaches in the following way.
We do not try to find the optimal bias because it is computationally too expensive.
Instead, we use the fact that the reweighted estimator is unbiased and construct a
suboptimal bias, which will lead to a reasonable variance reduction. We use the
a priori knowledge that the considered dynamic system is metastable, and this is
why the metadynamics algorithm is used to construct the bias. For this, we need an
additional sampling but do not have to know the stationary distribution in advance.
Moreover, while the authors of [40] considered a very general approach of variance
reduction for solving PDEs by path integrals of SDEs, we focus on the special case of
metastable dynamical systems with a high energy barrier.

The article is structured as follows: First, we will give a short introduction into
importance sampling and the main result from stochastic analysis based on Girsanov’s
theorem. Then we are going to review the metadynamics algorithm and show how we
assimilate the algorithm for our needs. We will prove that Girsanov’s theorem can be
applied in the considered strategy. In the end we are going to apply our method to
different numerical examples followed by a summary and an outlook.

2. Theory. In this section we present the two main ingredients of our algorithm.
In the first part, we briefly review the main idea behind importance sampling, sup-
plemented with some necessary tools from stochastic analysis. The second part is a
short introduction into metadynamics and how the algorithm is assimilated.

2.1. Importance sampling. In this article we consider a diffusion process Xt ∈
Rn governed by the SDE

(1) dXt = −∇V (Xt)dt+
√

2β−1dBt, X0 = x,

where Xt is the state of the system at time t ≥ 0, V : Rn → R is a sufficiently smooth
(e.g., C∞) potential energy function, β > 0 is an arbitrary scaling factor for the noise,
often called the inverse temperature, and Bt is a standard n-dimensional Brownian
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motion with respect to the probability measure P on the probability space (Ω,P,F).
Moreover we assume that the process is trapped in a metastable region S ⊂ Rn, which
is an open and bounded set with a smooth boundary. Further, we define a target set
T that is an open and bounded set with a smooth boundary as well. Finally, we define
the stopping time τ = inf{t > 0 : Xt ∈ T } to be the first time that the process (1)
hits the target set T , e.g., when a dihedral angle of a biomolecule reaches a certain
value. The presented theory here can be generalized to a state-dependent function
prior to the Brownian motion; cf. [28]. But here we will consider the constant case
only.

We are interested in expectations of the form

(2) E[e−βg(X0:T )],

where X0:T is a trajectory of (1) until some finite time T and g is some functional on
C([0, T ] : Rn). We consider these types of quantities because they give us information
in terms of the temperature of the system. However, a generalization to other quanti-
ties expressed as expectations is possible. As pointed out by [37], an interesting case
of this quantity arises when g = 0 for X0:T ∈ A ⊂ C([0, T ],Rn) and g =∞ otherwise.
Then (2) becomes

(3) P[X0:T ∈ A].

Expectations like (2) are integrals over the entire state space and cannot be cal-
culated analytically. But, given an ensemble of paths, they can be approximated by
an unbiased MC estimator

(4) I = E[e−βg(X0:T )] = lim
N→∞

1

N

N∑
i=1

e−βg(X
i
0:T ),

where Xi
0:T , i ∈ [1, . . . , N ], are independent paths of length T , all starting at the same

point X0 = x ∈ Rn, produced, for example, by numerical integration of (1). This
estimator is unbiased. Its variance is given by

(5) Var(I) =
1

N
(E[e−2βg(X0:T )]− E[e−βg(X0:T )]2).

The relative error is defined by

(6) r(I) =

√
(Var(I))

E[I]
=

1√
N

√
E[e−2βg(X0:T )]

E[e−βg(X0:T )]2
− 1;

cf. [37].
To build an importance sampling scheme for a metastable diffusion process, one

has to decrease the depth of the minima, which cause the metastable behavior. Since
the time evolution of the SDE (1) with a low temperature (i.e., large β) is a negative
gradient descent perturbed by some Brownian motion, the process Xt will stay in the
region around the minimum of V . By filling the metastable region in V (·), we change
the metastable behavior, and thus the sampling of the desired quantity of interest
gets easier. But this perturbation changes the underlying stationary distribution as
well. To compensate for this perturbation, we use Girsanov’s theorem to reweight
(or correct) the estimators. Another interpretation of this theorem is that it offers
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a way to sample equilibrium quantities of some dynamics by sampling the dynamics
out of equilibrium. We can construct a bias, which influences the mutimodality of the
stationary distribution in such a way that low probability regions are more probable
or high barriers are easier to cross. The main advantage of Girsanov’s theorem is that
it is not necessary to know the stationary distribution a priori.

Next we state the proposition that gives us the correction term for the quantity
of interest sampled in a perturbed system. The proposition follows directly from
Girsanov’s theorem (cf. [28, p. 155]).

Proposition 1. Let Xt ∈ Rn and Yt ∈ Rn be an Itô diffusion and an Itô process
of the form

dXt = b(Xt)dt+ σ(Xt)dBt, t ≤ T, X0 = x,(7)

dYt = (u(Yt) + b(Yt))dt+ σ(Yt)dBt, t ≤ T, Y0 = x,(8)

where b : Rn → Rn and σ : Rn → Rn×m satisfy some Lipschitz condition such that
we can guarantee uniqueness and existence of the solution and the time T < ∞.
Furthermore, we define for an adapted measurable process a : Rn → R the stochastic
process

(9) Mt = exp

(
−
∫ t

0

a(Ys)dBs −
1

2

∫ t

0

a(Ys)
2ds

)
for all t ∈ [0, T ] and σ(Ys)a(Ys) = u(Ys). Then, given that Novikov’s condition

(10) E

[
exp

(
1

2

∫ T

0

|a(Yt)|2dt

)]
<∞

holds, for any function f ∈ C0(Rn) and any stopping time τ adapted to the filtration
FT (the filtration associated to the Brownian motion B in (7) and (8)) we have

(11) ExP[f(X0:τ )] = ExP[Mτf(Y0:τ )].

Proof. We are going to give a short sketch of the proof here for completeness.
We define a new probability measure

dQ := MT dP on FT .

Then

B̂t :=

∫ t

0

a(Ys)ds+Bt, t ≤ T,

is a Brownian motion with respect to Q, and in terms of B̂t the process Yt can be
represented by

dYt = b(Yt)dt+ σ(Yt)B̂t, Y0 = x, t ≤ T.
Therefore, the Q-law of Yt with Y0 = x is the same as the P-law of Xt with X0 = x for
t ≤ T . This follows directly from the weak uniqueness of solutions of SDEs (see [28,
p. 71, Lemma 5.3.1]). Due to the absolute continuity of the two probability measures
Q and P, we can use a change of measure to rewrite the expectation. Thus, for any
function f ∈ C0(Rn) and any stopping time τ ≤ T which is adapted to the filtration
FT we can write

EP[f(X0:τ )] = EQ[f(Y0:τ )] = EP[Mτf(Y0:τ )],

which gives us the desired result.
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By setting b(·) = −∇V (·) and σ =
√

2β−1 we have the metastable SDE model
(1) and can use Proposition 1 to reduce the metastability in the dynamical system.

Furthermore, it is possible to derive another reweighting formula (9) if u(·) is of
gradient form (u(·) = ∇v(·)). Then one can use Itô’s formula and calculate another
expression for the stochastic integral term in (9), as it done in [24, p. 838]. Applying
Itô’s formula to v, we get

v(YT )− v(Y0) =

∫ T

0

1

β
∇2v(Ys)−∇V (Ys) · ∇v(Ys) + |∇v(Ys)|2ds

+
√

2β−1
∫ T

0

∇v(Ys)dBs,(12)

where ∇2 is the Laplacian. Now rearranging terms, we get a new expression for the
stochastic integral, which can be used in (9) to derive

MT = exp

(
1

2β−1
(v(YT )− v(Y0))

+
1

2β−1

∫ T

0

(
∇V (Ys) · ∇v(Ys) +

1

2
|∇v(Ys)|2 − β−1∇2v(Ys)ds

))
.(13)

This expression is still stochastic because Ys is a stochastic process. From the first
point of view it seems that this term could be more easily treated numerically com-
pared to the stochastic integral. We will investigate this in the example section.

Focusing on importance sampling, we can use Proposition 1 to rewrite the esti-
mator (4) as

(14) Î =
1

N

N∑
i=1

e−βg(Y
i
0:τ )M i

0:τ ,

where Y i0:τ and M i
0:τ are independent samples from (8) and (9). For a(Yt) satisfy-

ing Novikov’s condition and a bounded stopping time, Mτ is a continuous bounded
local martingale which yields E[Mt] = 1, t ∈ [0, τ ]. Then the importance sampling
estimator is an unbiased estimator with expectation

(15) E[Î] = E[e−βg(X0:τ )];

cf. [24]. Following [37], we know that the relative error of this estimator is

(16) r(Î) :=
1√
N

√
E[e−2βg(Y0:τ )(M0:τ )2]

E[e−βg(X0:τ )]2
− 1.

In order to control the relative error, we have to control the ratio

(17) R(Î) :=

√
E[e−2βg(Y0:τ )(M0:τ )2]

E[e−βg(X0:τ )]2
.

To apply Proposition 1 to dynamic quantities like exit times, we have to guarantee
the fulfillment of Novikov’s condition. This can be achieved by making different
assumptions on the stopping time. We will present two different approaches known
from the literature that state how these assumptions can be formulated.
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Condition 1. Let W = C([0,∞],Rn) be the space of continuous paths of arbitrary
length equipped with the Borel σ-algebra σ(W ). This σ-algebra is generated by all
cylinder sets of the form {f ∈ W : f(t1) ∈ E1, f(t2) ∈ E2, . . . , f(tk) ∈ Ek}, where
k ∈ N, Ei ∈ B(Rn), and 0 ≤ t1 ≤ t2 ≤ · · · ≤ tk <∞. Further, let Ft = σ({ws : s ≤ t})
denote the σ-algebra generated by the Brownian motion (ws) up to time t <∞. Then
Girsanov’s theorem holds on the measurable space (W,σ(W )) as long as the family
(Mt)t≥0 of random variables

(18) MT = exp

(
−1√
2β−1

∫ T

0

a(Ys)dBs −
1

2

∫ T

0

1

2β−1
|a(Ys)|2ds

)
is a uniform integrable martingale. By Itô’s formula, (Mt)t≥0 is a nonnegative local
martingale, which is uniformly integrable if Novikov’s condition (10) holds [28]. This
could be achieved by taking an admissible control which is defined up to a random
stopping time τ, as done in [17].

Condition 2. Another way to guarantee the applicability of Proposition 1 is to
assume that the stopping time is bounded for the specific problem. This assumption
is by far nontrivial and can only be shown analytically in a very few situations.
Anyhow, from a numerical viewpoint it is impossible to simulate trajectories which
have infinite length. One has to stop the simulation after a finite number of steps. The
quantity of interest can be approximated by the quantity of interest conditioned on
the event happening in a finite simulation time. This assumption can be formalized
by considering the stopping time τ̂ = min(τ, TN ), where TN is the length of the
numerical simulation. Then Novikov’s condition follows for a reasonable function
u(·). This treatment has been suggested in [24].

Condition 1 implies that one uses a bias function only up to a certain finite time.
Thus, one can guarantee that the integral in the Girsanov weight (9) is bounded.
The simulation could continue without the bias function acting on the trajectory.
Condition 2 means that the sampling of the quantity of interest has to be finite in
time. If the sampling is too long (t > TN ), the simulation is stopped.

In conclusion, Proposition 1 gives us an option to sample the dynamic quantity of
interest from a different dynamical system without knowing the stationary distribution
a priori. The different dynamical system can be changed in such a way that the
quantity of interest is observed more often. The main difficulty of applying this
strategy to a metastable system is to determine the metastable regions to change it
accordingly. For this realization, we are going to use metadynamics. This algorithm is
used in MD to sample the free energy surface and can be seen as an adaptive biasing
method. In order to use this algorithm for our purposes, we are going to assimilate
the algorithm slightly.

2.2. Metadynamics. The method metadynamics was first proposed in [19] un-
der the name local elevation. It was reintroduced as metadynamics in [21]. It is
an adaptive method for sampling the free energy surface (FES) of high-dimensional
molecular systems. Thus, the main interest of this method is to find the stationary
distribution. The method combines dynamics in reaction coordinates with adaptive
bias potentials. The idea of this approach is to perturb the energy landscape when
the simulation is trapped in a metastable region. This is done by locally adding
Gaussian functions along a reaction coordinate, which fill up the minima in which the
simulation is trapped. In this way, it is possible to explore the energy landscape in
a rather short time compared to the plain sampling approach. The convergence of
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some certain variants of metadynamics was proven in [8].
In order to apply the method, it is assumed that the high-dimensional system

can be projected onto a few relevant collective coordinates. One possible way to find
these collective variables for stochastic dynamics is to average out the fast degrees of
freedom; see [22] or [39], for example. A more general overview can be found in [7]
and the references therein. In general this projection can be written as s : Rn → Rd
with d � n. Only the dependence of these parameters on the free energy F(s(x)) is
considered. The exploration of the FES is guided by the forces F ti = −∂F(si(x))/∂sti.
The exploration of the FES gets stuck in a local minimum of the FES. In order to
sample the FES more efficiently, a bias force is added to the system whenever the
simulation is stuck in such a minimum. With metadynamics, one constructs a bias
potential Vbias : Rd → R, which is composed of K ∈ N Gaussian functions. The
complete bias potential is

(19) Vbias(x) =
K∑
i=1

wi√
2πλ2i

exp

(
− (x− ci)2

2λ2i

)
,

where wi ∈ R is a weight, ci ∈ Rd is the center of the Gaussian, and λ ∈ R is the width.
These functions are placed along the trajectory to allow for an easy escape from this
region, using the derivatives as an artificial force. The method can be parallelized
easily since the bias force depends on the history of the individual trajectory only.
This makes the method extremely efficient. Additionally, the bias also prevents the
trajectory from going back to the visited states.

For simplicity we assume that all considered functions and variables are in the
low-dimensional collective variable space and stick with the old notation. Of course,
Girsanov’s theorem is not restricted to the collective variable space.

2.3. Assimilation of metadynamics. We are going to assimilate the meta-
dynamics algorithm to the sampling of dynamical quantities of interest. For our
framework we do not have to calculate the complete FES. We only need a bias, which
makes sure the trajectory does not get trapped in the metastable region. This is the
reason why we add an additional sampling before we start sampling the quantity of
interest to build a bias. In order to build a bias, which decreases the metastability,
we use metadynamics in the metastable region only.

The bias is built in the following way: When the trajectory is trapped in a
metastable region, we start a metadynamics simulation until the trajectory has left
the metastable region. In every kth step, we add a Gaussian function to the potential
such that the metastability is reduced. The force is then changed with the gradient
of this Gaussian. When the trajectory hits the target set T for the first time, we save
the bias and stop the metadynamics simulation. The bias consists of #steps needed/k
bias functions. The choice of k is a compromise between adding as few bias functions
as necessary, getting a small hitting time τ, and not perturbing the potential too
much. Depending on the choice of the parameters w and λ, a certain number of bias
functions is needed. It is obvious that the simulation of metadynamics gets more
expensive the more bias functions are added due to the increasing number of function
evaluations. That is why all parameters should be adapted to the problem such that
the computation does not get too costly.

After having built the bias potential, the sampling of the original trajectory is
continued with the bias potential. To correct the quantity of interest at the end of
the calculation, we must sample the weights (9) as well. This can be done on the fly.
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Remark 1. The construction of the bias potential depends on the history of the
trajectory. Since the simulation to get the bias function is done in an additional
step, the potential is not time dependent. Furthermore, the discretization of (1)
always gives a discrete time Markov process because of the time independence of
the Brownian motion. The construction of the bias potential itself is not Markovian
because it depends on the history of the trajectory. Since the construction of the bias
function and the sampling of the quantity of interest are done independently of each
other, the bias does not have any influence on the Markovianity of the perturbed SDE
(8). In general, an extension of the proposed method for non-Markovian dynamics
should be possible. In this regard, one could use the metadynamics methods proposed
in [5] and the general reweighting formula given in [28].

Remark 2. The method is not restricted to the use of metadynamics. Any sto-
chastic approximation algorithm (e.g., adaptive biasing force) or even a deterministic
algorithm could be used, provided the bias satisfies Novikov’s condition. The method
is also not restricted to the case in which the drift term (b(·)) of the SDE is of gra-
dient form. Since the Girsanov formula does not use the stationary distribution, all
calculations are still valid. However, if the bias is not of gradient form, the alternative
Girsanov formula cannot be applied.

3. The algorithm. Now we present the algorithm in pseudocode. We will use
the metadynamics algorithm to build a bias in the metastable regions of the potential.
Then we sample the quantity of interest in this biased potential N times and reweight
the sampling with the weight given by (9).

Algorithm 1. Adaptive importance sampling.

dynamics Xt, Yt, starting set S, target set T
initialization: X0 = Y0 = x; wi, λi
Step 1: Build bias potential
while transition has not occurred do

sample the dynamics Xt given in eq. (8);
every kth steps: add a new bias function to u(·);

end while
save the bias potential;
Step 2: Sample the quantity of interest
for N do

sample the quantity of interest with the additional bias according to eq. (8);
sample the weights according to eq. (9);

end for
reweight according to eq. (11);
return estimators for quantities of interest

Proof of Novikov’s condition. To apply Girsanov’s theorem one has to make
sure that Novikov’s condition is satisfied.

Lemma 1. Let τ̂ be the stopping time as given in Condition 2. Further, let the
bias potential consist of K < ∞ bias functions. We choose the weights of the bias
function Vbias(·) such that the sum is bounded

∑K
i=1 wi < Cw. If the perturbation

potential is uniformly continuous, then the Novikov condition holds and we can use
Proposition 1 to calculate path-dependent quantities from nonequilibrium sampling for
the equilibrium dynamics.
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Proof. Since the bias function is added to the potential V , the resulting SDE is
given by

(20) dYt = −∇V (Yt) +∇Vbias(Yt; c, w, λ)dt+
√

2β−1dBt, Y0 = x.

We have to verify Novikov’s condition for ∇Vbias(·), which states that

(21) E

[
exp

(
1

2

∫ τ̂

0

∣∣∣∇Vbias(Yt; c, w, λ)√
2β−1

∣∣∣2dt)] <∞.
We are going to show that the time integral is bounded, from which we can then
conclude that Novikov’s condition holds:

1

2

∫ τ̂

0

∣∣∣∇Vbias(Yt; c, w, λ)√
2β−1

∣∣∣2dt =
β

4

∫ τ̂

0

∥∥∥∇Vbias(Yt; c, w, λ)
∥∥∥2
2
dt

≤ β

4

∫ τ̂

0

∥∥∥∇Vbias(Yt; c, w, λ)
∥∥∥2
∞
dt

≤ β

4
τ̂
∥∥∥∇Vbias(Yt; c, w, λ)

∥∥∥2
∞
<∞.

The ‖ · ‖∞ is bounded because the ansatz functions for the gradient are gradients
of Gaussian functions, which are bounded. Furthermore, the stopping time is bounded
due to Condition 2. It follows that the whole expression is bounded, and from this
we conclude that (21) is satisfied. Therefore Novikov’s condition holds.

4. Examples. In the following, we study different numerical examples of the
method presented above. We assume that the reaction coordinates are given such that
we have a low-dimensional representation of the high-dimensional dynamics. The first
1D example shows the construction of the bias potential with fixed parameters. In
the second 1D example we are going to use the alternative reweighting formula (13)
to correct the statistics from the nonequilibrium sampling. In the last part of this
section we will show a 2D example for alanine-dipeptide in reaction coordinates.

For the first examples we consider the dynamics given by (1) and the potential
given by

(22) V (x) =
1

2
(x2 − 1)2.

This potential has two minima at x = ±1 and a local maximum at x = 0. We are going
to calculate two different quantities of interest. The first quantity of interest is the
probability of all continuous paths which start at a point x in the metastable region S
and reach the target set in time τ̂ . This can be written mathematically as P(A), where
A = {X0:τ̂ ∈ C([0, τ̂ ],Rn)|X0 = x(x ∈ S), Xτ̂ ∈ T }. For this quantity of interest, we
choose g(Yt) = 0 for Yt ∈ S, t ∈ [0, τ̂ ], and choose g(Yt) = 1 for Yt ∈ T , t ∈ [0, τ̂ ].
The second quantity of interest is the moment generating function of the stopping
τ̂ . To sample this, we set g(Y0:τ̂ ) = τ̂ . The trajectories Y0:τ̂ are realizations of (8)
with b(·) = −∇V (·), u(·) is the bias constructed by the metadynamics simulation, and

σ =
√

2β−1. We compare our method with the results of a standard MC estimator for
the different quantities. We will see that in the first example, our method achieves the
variance reduction for both reweighting formulas given in this article. Furthermore,
the average transition time was decreased in the biased simulation. For this, we
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(a) The dashed-dotted line is the potential
function (22), and the black crosses show
a realization of (1) performing the desired
transition we want to sample.

(b) The dashed-dotted curve shows the orig-
inal potential (22). The solid black curve
shows the bias Vbias produced by the meta-
dynamics algorithm, and the dotted curve
shows the corresponding biased potential
(V + Vbias).

Fig. 1. (a) Trajectory of interest in the unperturbed potential. (b) Potential, bias, and perturbed
potential.

estimate the mean first hitting time (MFHT) for our experiments. The MFHT is the
average time trajectories needed to reach the target set. If the trajectory did not hit
the target set, the MFHT is set to TN .

For the performed 1D experiments, we define the metastable region S = [−1.5, 0].
We choose the starting point of the SDE (1) in the metastable region X0 = −1 and
fix β = 3.0 for all experiments. The stopping time is defined as the first hitting
time of the target set T = [0.9, 1.1]. In the first two examples we sampled 100,000
trajectories by using a standard Euler–Maruyama discretization with a time step
∆t = 10−4 in MATLAB; cf. [18]. Our aim was to investigate the variance within
the different trajectories. At maximum, we calculated TN = 15,000 time steps. The
random number generator was fixed at rng(1,’twister’) in order to have a better
comparison within the different examples. Other random number generators have
been tested showing similar results.

4.1. Diffusion in a double-well potential with fixed parameters. For this
computation we chose wi = 0.05, λi = 0.8 for all bias functions. The ci of every bias
function is chosen as the current value of the trajectory when the new bias function
is added. The weights are calculated by (9).

In this example, 79 bias functions have been used; see Figure 1(b) for the cal-
culated bias and the resulting potential energy. The estimators of the MC and the
importance sampling are in good agreement for both cases; cf. Table 1. Our results
show that the variance of the biased estimator is reduced for both quantities of interest
using the reweighting approach. The variance for the transition probability is reduced
by 65% and for the moment generating function by 76%. Hence, the automatically
generated bias potential by the adjusted metadynamics algorithm is actually a good
potential in the sense of importance sampling. Additionally, the MFHT is faster com-
pared to the plain MC approach. This experiment shows that our method achieves
the desired goals of variance reduction and computational speedup.

4.2. 1D with alternative reweighting formula. In this example, we use the
alternative reweighting formula as shown in (13). In order to calculate the bias, we
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Table 1
Comparison of the importance sampling estimators and the MC estimators for the simulation

with fixed parameters of the biased potential.

MC GIR

P (A) 4.8470× 10−2 4.8323× 10−2

Var 4.6121× 10−2 1.6404× 10−2

R(I) 4.4307 2.6504

E[e−βτ ] 2.569× 10−3 2.4885× 10−3

Var 2.5850× 10−4 6.9180× 10−5

R(I) 6.2561 3.3463

MFHT 1.4804 1.4425

Table 2
Comparison of the importance sampling estimators and the MC estimators for the simulation

with the alternative Girsanov formula.

MC AGIR

P (A) 4.8470× 10−2 4.8329× 10−2

Var 4.6121× 10−2 1.6407× 10−2

R(I) 4.4307 2.6504

E[e−βτ ] 2.5690× 10−3 2.4856× 10−3

Var 2.5850× 10−4 6.9170× 10−5

R(I) 6.2561 3.3459

MFHT 1.4804 1.4425

used the same parameters as in the first example. Since the random number generator
was fixed, the bias is exactly the same as in the first example; see Figure 1(b).

In order to calculate the Girsanov weights, we need Vbias, ∇Vbias, and ∇2Vbias.
For Vbias as given in (19), the derivatives can be calculated easily.

In this case, the MC estimator and the importance sampling estimator agree very
well; cf. Table 2. The variance reduction is very similar to the other reweighting
formula. The variance for the transition probability is reduced by 64%, and the
variance for the moment generating function is reduced by 73%. These experiments
show that the alternative Girsanov formula can be applied as well to correct the biased
estimators. The reduction of the MFHT is the same as in the first example since we
used the same seed for the random number generator.

4.3. 2D diffusion process. In this example, we consider the dynamics of the
molecule alanine-dipeptide (Ac-A-NHMe) in the limit of high friction. We reduced
the problem to the motion of the backbone torsion angles φ and ψ, modeled by the
overdamped Langevin equation:

(23)

dφt =− ∇V (φt, ψt)

γ
dt+

σ

γ
dBt,

dψt =− ∇V (φt, ψt)

γ
dt+

σ

γ
dBt,

where V (φ, ψ) is the potential energy function of the system, γ is the friction, and Bt
is a Brownian motion. The SDE in (23) has been solved using the Euler–Maruyama
scheme with the Boltzmann constant kB = 0.00831451 kJ/(mol ·K), at temperature
T = 300 K, with friction γ = 1 ps−1 and ∆t = 0.002 ps as integrator time steps.
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The constant σ represents the volatility of the Brownian motion and depends on the
temperature of the system:

(24) σ =
√

2kBTγ.

The weights are calculated by (9). The reaction coordinate function V (φ, ψ) is not
known and is therefore estimated from a full atomic MD simulation at high tem-
perature as the FES of the relevant coordinates (φ, ψ). We performed an all-atom
MD simulation of acetyl-alanine-methylamide (Ac-A-NHMe, alanine-dipeptide) in ex-
plicit water at 900 K, with the GROMACS 5.0.2 simulation package [36], the force
field AMBER ff-99SB-ildn [25], and the TIP3P water model [20].

If we assume that the distribution of the relevant coordinates is proportional to
the true stationary distribution given by the Boltzmann distribution h(φ, ψ) ≈ π(x) =
exp(−βV (x))/Z, with Z being the partition function, then the FES can be estimated
from the histogram h(φ, ψ) as

(25) V (φ, ψ) = − 1

β
log h(φ, ψ) + const.

Since we need the analytical value of the potential gradient, we have estimated a
bicubic spline of V (φ, ψ) using the ALGLIB [32] package.

In molecular dynamics simulation, the location of the minimum is usually not
known. However, it is easy to bring the system into a configuration in a local min-
imum by optimization algorithms like gradient descent. Thus, instead of estimating
the probability of jumping from one minimum to another, we have reformulated the
problem and try to estimate the probability of leaving the starting minimum after
a certain time. In order to approximate this probability we are going to calculate
the probability of all continuous trajectories, which have reached a certain distance
after some time. This can be formalized by calculating the probability of the set
A = {X0:τ̂ ∈ C([0, τ̂ ] : Rn)|X0 = x(x ∈ S), Xτ̂ ∈ T }, where T = {z : |X0 − z| = d̂}.

We have chosen to start all simulations at point {φ0 = −1.5;ψ0 = −0.2}, i.e., at

the bottom of the right α-region of the Ramachandran space [30] and at distance d̂ =
0.63, 0.83, 1.0. We have repeated our experiment 100 times, while each experiment
is a collection of 10,000 trajectories and the maximum number of time steps for a
single trajectory is 50. For each experiment, we estimated the bias by first running
a metadynamics simulation and stopping when the trajectory reaches the desired
distance d̂. The bias is built adaptively with our method. Then we performed the
simulations adding the bias to V (φ, ψ) in the metastable regions.

Figure 2 shows the free energy profile of the system estimated from the full atomic
simulation (A), one example of metadynamics potential (B), and the biased poten-
tial (C). The effect of the metadynamics potential is to fill the local minimum and
accelerate the exit of the trajectory from it.

Figure 3 shows the free energy profile from a different point of view together with
two trajectories. While the trajectory spends a lot of time without any dominant
direction in the unbiased potential (A), it is forced to leave the local minimum in a
northerly direction in the second case (B).

In Table 3, we have collected the results for different experiments. The parameter
∆k denotes the frequency at which the metadynamics potential was updated. Since
in this kind of experiment the trajectories are quite short, we added a new Gaussian
function to the bias potential at every time step, with a new center ci equal to the
last state visited.
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Fig. 2. Free energy profile (A), metadynamics potential (B), and free energy profile and meta-
dynamics potential (C). To estimate the metadynamics potential, we have used wi = 0.9, λi = 1.6,
and ∆k = 1.

Fig. 3. FES of alanine-dipeptide (A), and biased FES (B). The circle (d̂ = 0.83) represents
the target that the trajectory has to hit.

Table 3
Table for the numerical examples with alanine-dipeptide.

MC1 GIR1 MC2 GIR2 GIR3 GIR4 MC5 GIR5

d̂ 0.63 0.63 0.83 0.83 0.83 0.83 1.0 1.0

wi - 0.9 - 0.15 0.9 0.9 - 0.9

λi - 1.6 - 0.5 0.5 1.6 - 2.0

∆k - 1 - 1 1 1 - 1

P (A) 6.46× 10−1 6.46× 10−1 3.04× 10−1 3.04× 10−1 2.96× 10−1 3.04× 10−1 1.53× 10−1 1.54× 10−1

Var 2.46× 10−5 1.97× 10−5 2.09× 10−5 1.11× 10−5 1.36× 10−3 1.14× 10−5 1.34× 10−5 5.21× 10−6

E[e−βτ ] 6.33× 10−1 6.33× 10−1 2.97× 10−1 2.97× 10−1 2.89× 10−1 2.97× 10−1 1.49× 10−1 1.50× 10−1

Var 2.37× 10−5 1.87× 10−5 1.98× 10−5 1.06× 10−5 1.28× 10−3 1.39× 10−5 1.27× 10−5 4.91× 10−6

MFHT 25.42 21.26 30.21 26.47 20.49 25.05 32.82 27.73
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In the first two columns (MC1, GIR1), we have considered a short distance d̂ =
0.63, and the results show that the reweighted estimator allows us to predict the MC
estimators with a variance reduction approximatively of 20% and a reduction of the
MFHT of 17%.

The next four columns (MC2, GIR2, GIR3, GIR4) report the data for the exper-

iments with d̂ = 0.83. In the first case (GIR2), we have used wi = 0.15 and λi = 0.5,
obtaining a variance reduction of almost 50% and MFHT reduced by 13 %. In the
next case (GIR3), we tried to increase the height of the Gaussians to wi = 0.9 with
a small variance λi = 0.5. The dynamics is strongly accelerated; thus the trajectory
leaves the local minimum quickly, but the precision of the estimators is reduced com-
pared to results obtained by MC estimators. In particular, we observe an increase
in the variance of two orders of magnitude. By increasing the variance of the Gaus-
sian functions to λi = 1.6, keeping w = 0.9 (GIR4), the results of the reweighted
estimators agree with the results obtained by MC simulations again.

The last two columns show the results for d̂ = 1. In this case, we have increased
the variance to λi = 2. We observe a variance reduction of almost 60%. However, in
this case the dynamics is slower and the MFHT is reduced only by 14%.

To study the dependence of the method on the metadynamics parameters, we
have repeated the last experiment with d̂ = 1.0 for six values of wi (the height of the
Gaussians) and six values of λi (the variance of the Gaussians).

Figure 4 shows the error of the reweighted estimators with respect to the esti-
mators obtained by MC simulations, while Figure 5 shows the variance reduction or
increase. The two figures give a heuristic argument for the presented choice of param-
eters. The success of the method depends on the choice of the initial parameters. If
the parameter λ of the Gaussian functions is bigger than the height w, we obtain the
best results, i.e., a better value of the estimators and a significant variance reduction.
This fact has a heuristic explanation. Thus, if the parameter λ is too small compared
to the height w, the bias results in high narrow peaks. Adding this bias leads to a
much more rugged potential. On the contrary, a large variance guarantees that the
minimum is filled properly.

5. Summary and outlook. In this article, we developed an algorithm for au-
tomatic assimilated importance sampling for dynamical quantities in metastable sys-
tems. For this, we considered metastable stochastic systems. The main idea is to bias
the dynamics in the metastable region. This can be achieved by constructing bias
functions raising the region around the minimum of the drift term. To build this bias,
we use the metadynamics algorithm, which was adjusted to create a bias decreasing
the metastability only. In order to correct the sampling in the perturbed system, we
proposed a reweighting scheme based on Girsanov’s theorem. We proved that the
reweighting scheme can be applied in our situation. We also considered an alterna-
tive reweighting formula which can be derived by using Itô’s lemma. We tested our
approach in different numerical examples. In a 1D example, we showed that this algo-
rithm generates estimators for different quantities of interest with a reduced variance
compared to an MC estimator. The bias also reduces the MFHT of the rare events,
which results in shorter simulation time. We also tested the alternative reweighting
formula. The results of this approach are as good as the results of the original for-
mula. Whether one of the formulas has certain advantages compared to the other is
the subject to ongoing research. Recent work shows a deeper mathematical problem
with the alternative formula in the long-term limit; cf. [26]. In a 2D example, we also
showed that our method works for higher-dimensional reaction coordinates. Further-
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Fig. 4. Error of P (A) (A) and E[e−βτ ] (B) with respect to the same quantities estimated by
MC simulation as a function of the parameters wi and λi.
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quantities estimated by MC simulation as a function of the parameters wi and λi. The green color
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more, the 2D example gave us a heuristic understanding of how to choose the bias
parameters in order to achieve appropriate variance reduction. The first impression
is that a bigger bias potential is always better. But this is in general not the case for
two reasons: First, the numerical treatment of Girsanov’s formula is quite delicate,
and a higher bias makes this even worse. Second, the analysis of [33] showed that
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there is an exponential constant in the decay of the variance involved. A higher bias
function will also have an impact on this constant, leading to a slower decay of the
variance.

In the next step we aim at analyzing our importance sampling scheme in more
detail. One possible direction for this is the analysis of our method in terms of
subsolutions of the HJB equation as proposed in [33]. Another direction could be
to use log-Sobolev inequalities as proposed in [23]. We are especially interested in
discovering under which conditions our proposed method produces subsolutions of
the corresponding HJB equation.

Directly perturbing the gradient is another methodological path we are currently
following. An approach like this could use adaptive biasing force methods for building
the bias instead of metadynamics. First simulations have shown that this leads to an
even shorter MFHT because the perturbed gradient of the biased dynamical system
is smooth compared to the bias generated by the metadynamics approach. How the
variance of the estimator is influenced by this is the subject of ongoing research.

We suggest that our method proposed here serves the generation of an initial guess
at solving the optimization problem in [16]. The combination of these two methods
could lead to an optimized artificial force, which yields the potential to achieve an
even better variance reduction.

The split-and-kill strategy introduced by Zou and Skeel in [40] is a very appealing
idea to control the growth of the reweighting factor, which frequently causes numerical
issues. We are going to consider this strategy in the future and hope to introduce
more stability in the calculations of the reweighting factor.

Acknowledgment. We would like to thank the anonymous reviewers for their
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