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Spike synchronization is a candidate mechanism of cortical information processing. The
widely usedmethod of dithering randomly perturbs the spike times of experimental data to
construct a distribution of coincidence counts enabling an assessment of the significance of
the original data set. The precision of any existing synchrony, however, is limited by the
biophysics of the neural system and detection methods are designed to tolerate an
adjustable temporal spread. Previous works have independently studied the detectability of
jittered spike coincidences and the destruction of precise coincidences by dithering. Here we
derive for the first time how dithering interacts with temporally jittered coincidences. We
demonstrate that the probability of detecting a spike coincidence characteristically decays
with the applied dither interval. This unique relationship enables us to determine the
precision of synchronization in cortical spike data of a freely viewing monkey based on the
analysis for a single setting of tolerated temporal spread.
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1. Introduction

Current experimental protocols for the study of brain function
result in highly non-stationary spike trains. In this context,
experimental data typically contain a number of statistical
features that do not allow an analytical treatment or para-
metric testing in particular in the context of the analysis of
precise spike correlation of simultaneous spike trains. There-
fore, surrogatemethods are used to either implement the null-
hypothesis for statistical tests or for additional controls. The
idea behind such surrogate data sets is to destroy a particular
feature, which we are interested to test for, while other fea-
tures are preserved. In the context of spike correlation
analysis, one aims to destroy spike correlation across the neu-
stitute for Biology, Free U
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rons while keeping features like the firing rate of the neurons,
in time and across trials, and the internal spike train structure
(i.e. to first order the inter-spike interval distribution) as similar
aspossible to theoriginal data. Then thesedata are analyzedas
the original data and compared to the latter. For this purpose a
number of techniques for generating surrogates are used, like
e.g. spike time randomization, trial shuffling, or modeling.
However, each of them has some drawbacks in the sense that
they involuntarily also destroy other features of the data that
may lead to an uncontrolled perturbation of the data andmay
cause false positive results (Grün, submitted for publication).

In this context, spike dithering (Date et al., 1998) is cur-
rently considered as one of the best methods and widely used
in correlation analysis (Abeles and Gat, 2001; Hatsopoulus
niversity Berlin, Königin-Luise Street 1-3, 14195 Berlin, Germany.
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Fig. 1 – Dynamics of synchronization and the decay of
excess coincidences with increasing dither width in
experimental data. A: Synchronization dynamics modified
fromMaldonado et al. (submitted for publication). From top to
bottom: firing rate, empirical, predicted, and excess
coincidence rate. The data are averages over 1369 neuron
pairs discretized with a resolution of δ=0.1 ms. The curves
show results for different dither widths (black to light gray:
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et al., 2003; Gerstein, 2004; Shmiel et al., 2006; Maldonado et al.,
submitted for publication). For doing so, each original indi-
vidual spike is displaced randomly by a small amount to
destroy the exact timing of the spikes but to conserve the trial
by trial firing rates and the interval statistics of the data.
Typically the randomization is undertaken homogeneously
within a window around the spikes, but also other methods
are in use that make the dithering dependent on the interval
distributions to the foregoing and the following spike (Ger-
stein, 2004). In any case, the exact spike timing across the
neurons is destroyed. However, depending on the allowed
temporal scale of spike correlation, the dither range needs to
be properly adjusted to reliably destroy the correlation fea-
tures under evaluation. Pazienti et al. (2007) presented results
on the destruction ability of dithering in a comparison of
different coincidence detectionmethods. The limitation of the
former study is that it only considers exact coincident events.
The goal of this paper is to provide a theoretical understanding
of the decay rate we have to expect if synchronous spike
events of a given temporal jitter are present. Here we focus on
(1) the usage of the multiple shift detection method for coin-
cidence detection.We allow for (2) imprecise, “jittered” coin-
cidences, which enables us to (3) explain effects of dithering
observed in experimental data by relating them to underlying
parameters. This is explored by simulations of stochastic
point processes and confirmed by analytical derivations.
s=0 to s=50 ms). The spike trains are dithered before the
analysis is carried out in a sliding window of width 50 ms in
steps of δ with a tolerated coincidence width of b=5 ms. The
black asterisk at t=50 ms indicates the center of the data
segment of 50 ms duration analyzed in the present study.
B: The effect of dithering for the analysis window centered at
the temporal position (t=50 ms) of the asterisk in A. The top
panel shows the empirical and the predicted coincidence rate
as a function of dither (same data as in A, second and third
panel at asterisk, respectively). The middle panel shows the
difference of the two measures (same data as in A bottom
panel at asterisk). The bottom panel shows the same data as
the middle panel normalized to the value at dither s=0.
2. Results

2.1. Detection of excess synchrony in experimental data

In Maldonado et al. (submitted for publication) we investi-
gated the neuronal activity in the visual cortex of monkeys
while they freely view natural scenes (see Experimental
procedures for details). The spike activity from small numbers
of neurons and the eye movements were recorded simulta-
neously. The aim of the study was to not only investigate
changes of discharge rate in individual neurons related to
saccadic eye movements and the following fixation periods,
but to examine correlations among simultaneously recorded
spike trains. The hypothesis was that the early processing of
visual information should not be based solely on rate coding
but in addition on a temporal coding strategy in which the
precise timing of individual spikes matters. During natural
vision, processing times are so short that individual neurons
can contribute only a few spikes to the computations required
for scene segmentation and perceptual grouping. We found
that right after the onset of fixation periods there is an excess
of precise synchronous firing. These synchronizing events
precede the transient and rather moderate rate increases that
are observed after the onset of fixation (for suggested
mechanisms see e.g. Fries et al., 2007). Fig. 1A (top panel,
black curve) shows the averaged firing rate of 418 single units
in response to fixations (data are triggered on fixation onset,
i.e. time=0 ms) recorded in different sessions. The firing rate
of the neurons (shown here by the average) starts to increase
about 50 ms after fixation onset, reaches a maximum of about
15 Hz at 75 ms, and subsequently decays to base level again.
For the analysis of correlated activity between neurons Mal-
donado et al. (submitted for publication) employed the unitary
events analysis method (Grün et al., 2002a,b). This method is
designed to detect coincident spike events and to evaluate their
statistical significance in non-stationary settings. In the cited
study, pairs of neurons are analyzed for the presence of sig-
nificant excess synchronous activity, i.e. for empirical spike
coincidences occurring significantly more often than predicted
by the firing rates of the neurons. To allow a certain temporal
imprecision of the coincident spike events, coincidences are
detected by the multiple shift method (MS, Grün et al., 1999).
Here, precise coincidences are counted (at the resolution δ of the
data) by systematically shifting (up to ±b) the second spike train
with respect to the first. Consequently, spikes with a distance of
up to ±b bins are counted as coincident. The total sum of all
detected coincidences over all shifts is the empirical number of
coincidences nemp. The synchronization between pairs of spike
trains is quantified by the number of coincidences exceeding the
predicted number npred assuming independence. The latter is
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calculated based on the product of the firing probabilities of the
neurons multiplied by the number of bins T. The number of
excess coincidences is then simply the difference between the
empirical and the predicted counts, i.e. nexc=nemp-npred. In a
situation where results are averaged over trials or across dif-
ferent neurons pairs the measures are expressed as empirical
λemp, predicted λpred, and excess coincidence rate λexc,
respectively.

In order to account for changes in the firing rates in time, the
outlined analysis is performed in a sliding window fashion
(here: box car of 50mswidth) yielding time resolved results. The
results of the latter performed for all 1369 pairs of neurons are
shown in Fig. 1A as averaged coincidence rates (second panel
from top: empirical coincidence rates; third panel: predicted
coincidence rates).

The time course of the excess synchrony, i.e. empirical
coincidence rate reduced by the predicted coincidence rate (for
each pair, then averaged) is shown in the bottom panel.
Maldonado et al. (submitted for publication) showed that this
increase of excess synchrony around 50 ms after fixation
onset is highly significant and ismanifested by the occurrence
of unitary events (not shown here).

To demonstrate that the occurrence of excess synchrony is
not a false positive effect induced by the non-stationarity in
the firing rates, additional controls were performed. One is to
intentionally destroy the spike synchrony while preserving
the firing rates of the neurons. If excess synchrony is the origin
of the peak in the measured excess synchrony, this peak
should disappear. Therefore spike dithering was employed:
Each individual spike is randomly and uniformly relocated
within a small timewindow centered at the original spike time
(in the range±s in units of δ). This is applied independently to
all spikes of both neurons (“2-neuron dithering”, Pazienti et al.,
2007). Fig. 1A (bottom panel) illustrates how dithering,
performed for increasing dither width s up to ±50 ms, leads
to a systematic decay of excess synchrony. The amplitude at
50 ms after fixation onset decreases with increasing dither,
while the firing rate is onlymoderately smoothed (Fig. 1A, top).

Fig. 1B depicts the situation at the time of maximal excess
synchrony (i.e. at 50 ms, indicated by asterisks in Fig. 1A). The
predicted coincidence rate λpred stays approximately constant
for increasing dither widths, while the empirical coincidence
rate λemp decays (Fig. 1B, top panel). As a consequence, also
the excess synchrony decays (Fig. 1B, middle panel). This can
also be expressed as the normalized excess ϕ(s) by dividing
the difference of the empirical and the predicted rate at a
given dither width s by the original excess value: / sð Þ ¼

kemp sð Þ�kpred sð Þ
kemp s¼0ð Þ�kpred s¼0ð Þ (Fig. 1B, bottom panel).

Since the speed of the decay appears slow, onemay still argue
that it is actually due to the flattening of the firing rate profile
induced by the dithering. In the course of this paperwe provide a
theoretical understanding of the speed of the decay of excess
synchrony in the presence of coincident spike events with tem-
poral jitter. As a result we confirm that the observed decay in our
experimental data is not due to a perturbation of the rate profile.

2.2. Stochastic model and simulation

We simulate two parallel point processes modeling the
spiking activity of the neurons. The processes have identical
firing rate λ (in Hz) and contain a variable degree of correlation.
The spike trains are generated in two steps. In the first stepwe
insert spikes into T/δ successive bins of width δ independently
for each neuron (background firing). The spike times are ob-
tained from Poisson processes of background rate λb. In the
second step, we draw a single train of spike times from a
Poisson process of rate λc. These spike times are inserted into
the background spike train of the first neuron. However, in
order to describe a certain natural temporal jitter of the spikes
constituting a coincidence, before insertion into the spike
train of the second neuron each spike is randomly displaced
within a window [-j, j] with uniform probability around the
original position (“jittering”, Grün et al., 1999). Clipping is
applied to avoidmultiple spikes in the same bin. The total rate
of both neurons is approximately the sum of the background
and the correlated firing rate.

2.3. Analytical description of excess synchrony

The predicted number of coincidences between two processes
having background and coincidence rates λb and λc respec-
tively equals (λbδ+λcδ−λbλcδ2)2 T. The third term of the spike
probability accounts for the reduction in spike rate due to the
clipping process (see Grün et al., 1999). When using the MS
method for coincidence detection each of the 2 ·b+1 shifts
contributes the same number of predicted coincidences. This
yields (Grün et al., 1999) a total of

npred b;kb;kc;d;Tð Þ ¼ 2bþ 1ð Þ kbdþ kcd� kbkcd
2� �2

T: ð1Þ

The empirical number of coincidences after dithering is the
sum of two terms nemp=nemp,c+nemp,r. The first term is given
by the fraction of inserted coincidences that are detected by
the MS method, nemp,c. This term depends on the amount of
jitter j, of the dither s, and of the performed number of shifts
specified by the parameter b. The second term is given by the
number of “background coincidences” nemp,r.

The number of injected coincidences that are detected can
be expressed as the total number of injected coincidences
times the probability of detection, i.e. nemp,c=P[MSj](s,b,j)d λcδT.
In a previous work we calculated the probability of detection
for the case of no jitter (Pazienti et al., 2007). Here we extend
this result and include in our analysis the presence of jittered
coincidences. To obtain the probability of detection P[MSj] (s,b,j)
we sum the corresponding probabilities for all jitters from -j
to j:

P MSj½ � s;b;jð Þ ¼ 1
2jþ 1

Xj

i¼�j
P

MSj½ �
i s;bð Þ:

Following the approach of Pazienti et al. (2007), Sec. 3, we
obtain the probability that the spikes of an exact coincidence
after dithering have a distance k as J s;k;jð Þ ¼ 1

2sþ1
Ps

d¼�s p kþ dð Þ;
where p(k+d) is the probability that the spike of neuron 2 is in
distance k from the spike of neuron 1 at position d. Due to the
jitter j, the possible relative positions of the two spikes are
subject to a number of constraints. When applying the MS
method the number of performed shifts to the left and to the
right, bL, bR, resulting in non-zero contributions now depend
on the variables s, b, and j. In particular, the initial jitter



Fig. 2 – Decrease in excess coincidences as a function of
dither in simulations of a stochastic model (black and gray)
and analytical descriptions (white) A: Without injected
coincidences at background activity λb=35 Hz for T·δ=10 ms
with resolution δ=0.1 ms. Analysis carried out with tolerated
coincidence width b=5 ms. The different curves (black and
gray) show results for different realizations of the stochastic
process and different temporal jitter of coincidences (see
legend, specified in ms, but no coincidences here). Top:
empirical coincidences, middle: excess coincidences. B:
Same as A with coincidences injected at rate λc=10 Hz.
Additional bottom panel: normalized excess coincidences.
The speed of decay depends on the jitter of the coincidences,
compare to experimental results in Fig. 1B. The black
horizontal line in the top panel indicates the predicted
number of coincidences.
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introduces an asymmetry for the MS method. For example, if
spike 2 is to the right of spike 1 (jN0) it is more likely that after
dithering the distance k between the two spikes is still
positive. Furthermore, the maximal distance between two
jittered spikes after dithering is 2s+ |j|. Thus with a MS-
parameter b≥2s+ |j| all coincidences are detected. The number
of shifts to be considered to the left and to the right are

bL jð Þ ¼ min 2s� jjj;bð Þ for jz0
min 2sþ jjj;bð Þ for jb0

�

and

bR jð Þ ¼ min 2sþ jjj;bð Þ for jz0
min 2s� jjj;bð Þ for jz0

�

This yields for the probability of detection at a given jitter
position i:

P
MSj½ �
i s;bð Þ ¼ PbR ið Þ

k¼�bL ið Þ J s;k;ið Þ ¼ PbR ið Þ
k¼�bL ið Þ

2sþ 1� jk� ij
2sþ 1ð Þ2

¼

1 ;bz2sþ jij
2bþ 1
2sþ 1

� b bþ 1ð Þ þ i2

2sþ 1ð Þ2 ;jijVbV2s� jij
2bþ 1
2sþ 1

� 2bþ 1ð Þ � jij
2sþ 1ð Þ2

;jijzb;bV2s� jij
1
2
þ 1þ 2 b� jijð Þ

2 2sþ 1ð Þ � jb� jijj � b� jij þ 1
2 2sþ 1ð Þ2 ;2s� jijVbV2sþ jij

0 ;bbjij � 2s

8>>>>>>>>>>><
>>>>>>>>>>>:

ð2Þ

Next we need to compute the number of coincidences con-
tributed by the background nemp,r. Grün et al. (1999) showed
that these coincidences are composed of spikes originating
from the original background rate and of debris of undetected
injected coincidences. Considering the additional dithering of
spikes the expression reads

nemp;r ¼

Pb
k¼�b kbd� kbkcd

2 þ kcd 1� Pk kð Þð Þ� �2
T ;bV2sþ jP 2sþjð Þ

k¼� 2sþjð Þ kbd� kbkcd
2 þ kcd 1� Pk kð Þð Þ� �2

T

þ kbd� kbkcd
2 þ kcd

� �2
2bþ 1ð Þ � 2 2sþ jð Þ þ 1ð Þ½ �T

;bN2sþ j

8>><
>>:

ð3Þ

Ifbdoesnot exceed the rangeoverwhichoriginally coincident
spikes are spread out due to the jitter and the subsequent
dithering, only the fraction 1–Pk(k) of undetected spikes from
coincidences (debris) contribute to nemp,r. k is the current shift of
the MS procedure. Additional spike probability is caused by the
background spikes corrected for the lossλbλcδ2 due to clipping. Ifb
exceeds the critical range, nemp,r decomposes into two terms. Up
to the maximum shift 2s+j where originally coincident spikes
can still become coincident again only debris contribute to the
background. For larger shifts originally coincident spikes con-
tribute to the background with the unreduced probability λcδ.
Note that in theabsenceof dither (s=0) the expression fornemp,r is
the same as Eq. 18 in Grün et al. (1999). In this situation the
probability of detectionPk (k) only depends on the jitter range and
takes the form 1/(2j +1). After dithering the probability is Pk kð Þ ¼Ps
i¼�s

f1 ið Þf2 iþ kð Þwith f1/2(i) being the probability to find a spike of

an injected coincidence at relative position i for neuron 1 and
neuron2, respectively. Because the jitter isonlyapplied toneuron
2 we have

f1 ið Þ ¼
1

2sþ 1
;jijVs

0 ;iN0

(

and

f2 ið Þ ¼

1
2max s;jð Þ þ 1

;jijVjs� jj
1

2sþ 1
1

2jþ 1
1þ sþ j� jijð Þ ;js� jjbjijVsþ j

0 ;jijNsþ j

8>>>><
>>>>:

Using Eqs. (1), (2) and (3) we can now write the number of
excess coincidences as

nexc s;b;j;kb;kcð Þ ¼ nemp;c þ nemp;r � npred ð4Þ

and the normalized excess as

/ ¼ nexc s;b;j;kb;kcð Þ
nexc s ¼ 0;b;j;kb;kcð Þ : ð5Þ

The latter measure can be interpreted as the probability to
detect a coincidence after dithering. Thus, we have derived a
relationship between the five parameters determining the
observation of excess synchrony: s, b, j, λb, λc.



Fig. 4 – Symmetry of temporal jitter and tolerated
coincidence width. The top panel shows the decay of the
normalized excess coincidences as a function of dither for a
fixed temporal jitter (j=5ms) and tolerated coincidencewidth
b=0 ms (black with diamonds), 5 ms (black), 10 ms (gray),
20 ms (gray with diamonds). In the bottom panel the
parameterization of j and b is exactly reversed. All curves
show analytical results, computed in the absence of
background activity λb=0 Hz, λc=5 Hz, T·δ=106 ms, and
δ=0.1 ms.
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2.4. Presence of coincidences shapes the decay

When no coincidences are inserted (i.e. λc=0) the empirical
number of coincidences equals the number predicted by the
firing rates. The top panel of Fig. 2A illustrates that the em-
pirical coincidence count nemp does not depend on the dither
s. The same is true for the predicted number of coincidences
npred (not shown). Therefore, the number of excess coinci-
dences nexc (Fig. 2A bottom panel) is zero for all dithers. In this
situation the normalized number of excess coincidences /

(Eq. (5)) is undefined.
A different scenario arises when the neurons are corre-

lated, i.e. λcN 0, as shown in Fig. 2B. The empirical coincidence
count now exceeds the predicted value (top panel, black thin
horizontal line). The empirical number of coincidences con-
verges to the predicted number with increasing dither, thus
the excess coincidence count converges to 0 (middle panel).
Correspondingly, the normalized excess coincidences ϕ also
decreases with increasing dither (bottom panel). The experi-
mental data in Fig. 1B exhibit a similar behavior: The empirical
coincidence rate slowly converges to the predicted one for
increasing dither, such that the excess coincidence rate
almost decays to 0. As a consequence, also the normalized
excess coincidences / decay from 1 to very low values.

In the simulated datawe can additionally observe how these
measures behave for various degrees of the temporal jitter j of
coincidences, represented in Fig. 2 by different gray values and
line markers. j assumes the values 0, 5, 10, and 20, while the
parameter for detection (b=5) is fixed. For jitter values up to the
value of the allowed coincidence width b the graphs for /

coincide (black curves without marker and with diamonds,
Fig. 3 – Effect of spike rates on the normalized excess
coincidences as a function of dither. A: Fixed coincidence rate
(λc=5 Hz) and two levels of background rate λb=5 Hz (black)
and 25 Hz (gray). B: Fixed background rate (λb=25 Hz) and
two levels of coincidence rate λc=5 Hz (black), 10 Hz (gray). In
all panels the analysis is carried out for a range of tolerated
coincidence width: b=0 ms (solid), 5 ms (solid with
diamonds), 10 ms (dashed), and b=20 ms (dashed with
diamonds). The top row shows the results for perfect
coincidences (j=0 ms), the bottom row for a jitter of 10 ms.
Analytical results for all cases are shown in white.
Fig. 2B, bottom panel). For larger values of the jitter j, / decays
more slowly (gray curves). For j Nb (black curves), all coin-
cidences are detected for small jitter, but for increasing dither
the spikes are rapidly scattered out of the detection window,
and therefore/, decays fast. On the contrary, for j Nb, there is no
chance to detect all coincidences, thus nexc starts at smaller
values, and decays less. This is reflected in the slow decay of /
since already at small dithers the coincidence count is close to
the predicted level. Note the perfect agreement of the simula-
tion results and the analytical descriptions (white curves).

2.5. Independence from rates

Next we are interested in the decay of the normalized excess
coincidences/ as a function of rate levels, i.e. background firing
rate and coincidence rate. Therefore we analyze simulated data
forϕ for various detection parameters b (0, 5, 10, 20, i.e. different
graphswith identical gray values ineachpanel). Additionallywe
vary the background firing rate λb (Fig. 3A, black: 5 Hz, gray:
25 Hz) and in Fig. 3B the coincidence rate λc (black: 5 Hz, gray:
10 Hz). Clearly, the graphs for different firing rates within the
single panels are in agreement, indicating that / is not affected
by rates. The non-normalized excess coincidences are slightly
different for different background rates (not shown), but the
normalization procedure causes these differences to cancel out.
This holds true for any value of the parameters j, b, s, as shown
for the simulations as well as for the analytical results (thin
white curves). Therefore the background rate may be neglected
for considerations of the normalized excess coincidences /.

2.6. Symmetry of jitter and shift

Fig. 4 shows the analytical results for the normalized number
of excess coincidences as a function of the variables s, b, j. For



Fig. 5 – Comparison of experimental data andmodel results.
The dashed curve marked with crosses shows experimental
data. In contrast to Fig. 1B bottom panel here we show the
average of 16 repetitions of dithering of the experimental
data in the corresponding envelope (thin dashed curve) of
one standard deviation. The gray band is enclosed by
theoretical results for a temporal jitter of j=5 ms (diamond)
and j=10 ms (square). An intermediate value of j=7 ms is
indicated by the solid white curve. Experimental and model
results are computed for a tolerated coincidence width of
b=5 ms at a resolution of δ=0.1 ms. The remaining model
parameters are: λb=0 Hz, λc=0.32 Hz, T·δ=106 ms.
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the reasons discussed above, we here neglect the background
rate (i.e. λb=0). As shown above, / decays as a function of
increasing dither s, since coincidences are more and more
destroyed and their detectability becomes lower and lower at
constant b. If the jitter value j is kept constantwhile increasing
the MS-parameter b, the decay of the excess coincidences gets
slower (top panel). An analogous scenario is observed when
keeping b constant and increasing the jitter j (bottom panel).
The two panels of Fig. 4 display a very similar behavior for
simultaneous variations of the variables b and j. Indeed, we
observe two types of symmetry: 1) the overall behavior of / as
a function of s and combinations of the values of j and b is
similar (cf. top and bottom panels); 2) for j fixed and b≤ j and
vice versa the curves overlap (black curves on both panels and
see also Fig. 3, bottom panels). This symmetry in the effect of b
and j on / is, however, due to two different reasons.

On the one hand, when keeping b constant and varying j
for increasing dither Eq. (2) is dominated by the term (2b+1)/
(2s+1) (first part of the second and third terms on the right
side of Eq. (2)), which is independent of j. Thus the probability
P[MSj](s,b,j) converges to the same asymptotic value for any j.
Furthermore, for s=0 and bN j all coincidences are detected.
These two facts explain why the excess coincidences agree for
any jVb (Fig. 4, bottom panel, black curves). However, if jNb
the value of the probability at s=0 is smaller than 1, and the
normalization leads to a slower decay of detection rate (gray
curves).

When on the other hand j is kept constant and b is varied
(Fig. 4, top panel), the probability P[MSj] (s,b,j) critically depends
on b, and increases as b is increased (not shown). However, in
this case both the empirical and the predicted number of
coincidences in Eq. (3) scale with the factor (2b+1). For bN j
some amount of dither is required for effective destruction of
coincidences.

2.7. Agreement with experimental results

Let us compare the theoretical prediction of the effect of
dithering on excess coincidences with the experimental data.
The experimental results are obtained for b=5, therefore we
fix this parameter also for the theoretical considerations. The
excess coincidence rate is obtained from Fig. 1B, middle panel,
at s=0 as λexc=0.32 Hz and interpreted as the rate of injected
coincidences λc while employing the arguments of section 2.5,
the background rate λb is assumed to be zero. In order to fit the
model to the experimental data we are left with one open
parameter, i.e. the jitter j. Fig. 5 shows the theoretical decay
probability for a range of j from 5 to 10 ms (gray area). The
experimental data points are marked by crosses along the
thick dashed curve within an envelope of ±1 standard
deviation (thin dashed curves). The white curve shows a
good overall fit to the experimental data for j=7 ms. The
observation that the experimental curve is systematically
below the theoretical prediction for large dithers is due to the
non-stationarity in the firing rate profile around the time
point of evaluation (cf. Fig. 1A, black asterisks). The reason is
that the predicted coincidence rate slightly decreases for
increasing dither (Fig. 1B, top panel) due to an unbalance of
spikes dithered out and into the analysis window near the left
border of the analysis window (not shown). This effect
becomes only noticeable at extremely large dither ranges.
Further work should explore whether dithering methods
conserving the rate profile can be constructed.

In summary, the comparison of the theoretical results and
the experimental data demonstrates that the observed decay
of excess coincidences is quite well predicted by our model
and indicates a temporal jitter in the experimental data of
about ±7 ms. The fact that the excess coincidences exhibit a
characteristic decay with increasing dither proves the exis-
tence of excess synchrony, which cannot be explained by rate
effects.
3. Discussion

The study of Maldonado et al. (submitted for publication)
revealed the presence of spike synchrony in early visual pro-
cessing of freely viewingmonkeys. The authors demonstrated
that the significance deteriorates if the experimental spike
data are intentionally dithered and that the dependence on
dither width is consistent with simulations of jittered coin-
cidences embedded in uncorrelated background spikes. The
slowness of the decay, however, remained a puzzle. As large
dithers have undesired side effects like flattening of the rate
profile, destroying the spike train structure, and scattering of
spikes out of the analysis window understanding themechan-
ism of coincidence fission gained some priority. First insights
came from Pazienti et al. (2007). Considering isolated precise
coincidences the authors derive analytical expressions for
the dependence of the number of surviving coincidence as a
function of the dither width. The results confirmed the slow-
ness of the decay.
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However, the strong assumptions of this model are clearly
violated by the experimental data which is immediately raising
the question whether the natural temporal spread renders
coincidences more sensitive to dithering. In contrast, the
presence of background activity may interfere with the effec-
tiveness of dithering. The work of Grün et al. (1999) provides an
analytical framework for handling thevarious interaction terms
but is limited to the case without dithering. In the present work
we have combined the results of Grün et al. (1999) and Pazienti
et al. (2007) to arrive at an analytical description containing all
three parameters: jitter, ditherwidth, and tolerated coincidence
width. Unlike the earlier study by Grün et al. (1999) we do not
study the significance of the coincidences but for clarity limit
the discussion to the probability of a coincidence to survive the
dithering process. In the physiological parameter range our
measure is insensitive to the values of background activity λb
and coincidence rate λc. This leaves us with only one free
parameter of the model: the natural jitter of the coincidences.

Our results show that the jitter is constraint toaquitenarrow
range of a fewmilliseconds around a good general fit for a jitter
of j=7 ms. Our earlier work on data from motor cortex (Grün et
al., 1999) arrived at a value of j=6 ms. At large dithers the
variability of our measure increases due to the low number of
surviving coincidences. Consequently, the jitter is less con-
straint than at small dithers. The choice of a uniformly
distributed jitter in spike synchrony is not motivated by
biophysical considerations but by computational convenience
only. Presumably a better fit to the characteristic decay of
survival probability can be obtained with a more realistic as-
sumption about the shape of the spike jitter. The data exhibit a
considerably larger survival probability than predicted by the
model in a certain interval around a dither width of 15ms. This
may indicate that the data exhibit more than one time-scale of
synchronization. Future work needs to incorporate the signifi-
cance of the surviving coincidences again. Using this measure
notonlyspike jitter butalso thebackgroundand thecoincidence
rate can be estimated. The number of surviving coincidences,
and thus significance, characteristically depends on both
parameters of the analysis, tolerated coincidence width (Grün
et al., 1999) and dither width (this work). A two-dimensional
analysis of significance therefore potentially reveals further
details of the temporal structure of the spike jitter. A major
constrained of the analysis presented here is that larger dithers
destroymore of the individual spike train structure and the rate
profile. Gerstein (2004) has recently developed a dithermethod,
which better conserves the inter-spike-interval distribution.We
need to investigate whether the lower limit for the dither width
resulting from our studies is compatible with the desire to
conserve essential features of the spike train structure.
4. Experimental procedures

4.1. Neurophysiological data

Spike trains of simultaneously recorded neurons were obtained
from the primary visual cortex of two adult capuchin monkeys
(Cebus apella). Full details of these recordings can be found in
Maldonado et al. (submitted for publication). All experiments
followed institutional and NIH guidelines for the care and use of
laboratoryanimals. Briefly, animals seated inadimly lit chamber
were allowed to freely explore 15 different natural images
presented on a 21-in. computer monitor located 57 cm in front
of the animals, subtending 30×40° of visual angle. The experi-
mental protocol required the animals to maintain their gaze for
up to 5 s within the limits of the images, to be rewarded with a
drop of juice. Vertical and horizontal eye positions were
monitoredwith a search coil driver (DNI Instruments). Neuronal
activity of neighboring neurons was recorded with an array of 8
individuallyadjustable tetrodes (1–2MΩ impedance). Thesignals
were amplified (10 K), band pass filtered for single unit activity
(0.5 kHz–5 kHz), sampled at 25 KHz and then stored for off-line
spike sorting and analysis. Signals were fed through an off-line
sorting program to reconstruct the spike trains of units recorded
simultaneously by each single tetrode (Gray et al., 1995). An
automatic algorithmwas developed to extract saccades (angular
velocity higher than 100°/s) and visual fixations consisting in
visual position maintained for at least 100 ms, within 1° of the
gaze location reached at the end of a saccade. For subsequent
analysis of neuronal activity, each individual visual fixation is
referred as a “trial” and the measurement period during which
electrode positions were kept constant and the constellation of
recorded cells was stable as “recording session”. Trials of
fixations were analyzed individually and subsequently those
occurring during different images presentations and within the
same recording session were grouped.
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